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Abstract –In cloud computing, collaborative cloud computing(CCC) is the emerging technology where 

globally-dispersed cloud resource belonging to different organization are collectively used in a cooperative 

manner to provide services. In previous research, Harmony enables a node to locate its desired resources and 

also find the reputation of the located resources, so that a client can choose resource providers not only by 

resource availability but also by the provider’s reputation of providing the resource. In proposed system to 

reform resource utilization based on optimal time period to allocate resources to the neural network training and 

to load factor calculation the dynamic priority scheduling technique is used to assign the priority to the cloud 

users according to their load. The dynamic priority scheduling algorithm strikes the right balance between 

performance and power efficiency. 

Key Terms:- Reputation management; Resource management; Collaboration cloud computing; Dynamic 

priority scheduling; Performance measure 

 

I. INTRODUCTION 
Cloud computing is cyberspace-based enumerate 

in which large groups of secret servers are associate  

to allow sharing of data converting tasks, classify in 

formation store and online access to mainframe check  

property. Cloud computing is the creativity 

perception of computing as an good organization. 

Anywhere users can as side effect storage 

information into the cloud so as to mind the on-order 

high condition operation and usefulness form a 

shared splash of configurable computing property. 

Cloud environment offers the four types of cloud. 

 Public cloud 

 Private cloud  

 Hybrid cloud 

 Community cloud 

Figure I: Cloud Environment Architecture 

 

Cloud computing present’s three types of services. 

 Software as a service (SaaS) 

 Platform as a service (PaaS) 

 Infrastructure as a service (IaaS) 

 

 Resources management and Reputation 

management must be jointing addressed in harmony 

to insure the victory implementation of sharing the 

cloud computing. The optimal time period for neural 

network training, load factor calculation and dynamic 

priority scheduling.  

The challenges of implementation the harmony 

system for real world application which involves 

cooperation between clouds provide. 

Figure II: Cloud Services Architecture 

Framework and Real Time Application 

 

RESEARCH ARTICLE                           OPEN ACCESS 

http://en.wikipedia.org/wiki/Computer_network
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o Drop box currently have five million users, 

three times the number last year [8]. 

o Planetlab is a group of mainframe possible 

as a search platform for brain circulates and 

shared systems analysis [10]. 

o Amazon Web Services (AWS) is a 

collection of isolated measure supplies in 

order that together make up a cloud cipher 

platform, show over the in order by 

www.Amazon.com [7]. 

 

Globally – scattered   distributed cloud resources 

belonging to different organization are collectively 

polled and used in a cooperative manner to provide 

services. Thus developments in cloud computing is 

inevitably leading to a promising future for 

collaborative cloud computing. 

In any kind of system, dynamic priority 

scheduling and performance measure are the major 

data storage issues in cloud to be disturbed. Resource 

operation based on best time period to allocate 

resources propose a neural network training and 

dynamic priority scheduling for the nodes based on 

which the Virtual Machines (VMs) are scheduled. 

It schedules the VMs to the nodes depending 

upon their arrangement value which varies 

dynamically based on their load factor. This dynamic 

rank concept leads to better implementation of the 

resources. Priority of a node is allowing build upon 

its sufficiency and capacity factor. Collaborative 

cloud computing schemes are very useful when it 

comes to these kinds of issues. However these 

schemes will be effective manual time period to 

allocate resources, but not for optimal time period for 

select, locate, transact the utilization of resources in 

collaborative cloud computing. 

 

II. LITERATURE SURVEY 
To do research work in cloud computing it is the 

task of researcher to make the system to understand 

the concepts as a human being. Peer-to-Peer (P2P) 

control system are basic to organize the truthfulness 

of perform become visible to disagreement the 

ambitious, untrustworthy, and spiteful go over 

presentation. The classification collect locally-

generated go over reaction and combination them to 

yield the international position grade. Specially, the 

most part preceding occupation unnoticed the 

allocation of go over assessment [2]. 

This group measure international position attain 

of all nodes parallel. By utilize to a gossip set of rules 

and advantage the control nodes. Gossip Trust is 

modified to examine forceful and strong to 

interruption by cruel look closely. Replication do 

research exhibit the organization as scalable, straight, 

strapping and fault-tolerant. These domino effects 

validate the maintain return in small aggregation in 

check cost, storage space effectiveness, and scoring 

accuracy in shapeless P2P networks [3]. 

Developments in knowledge finished the 

previous periods and important to a encouraging 

upcoming for significant scattered organizations, 

where globally-scattered properties are jointly 

combined and used in a helpful method to realize 

exception scale supercomputing skills.  

The problems of resource management (resMgt) 

and reputation management (repMgt) requirement to 

be talked in instruction to confirm the effective 

placement of significant distributed organizations 

[11].The connection among reducing an unkind 

aligned mistake and discovery the best Bayesian 

classifier is reviewed. 

 

III. METHODOLOGY 
A cloud environment often contains a large 

number of machines that are connected by a high-

speed network. Users access sites hosted by the cloud 

environment through the public internet. A site is 

typically accessed through a URL that is translated to 

a network address through a global list check, such as 

domain name system. A demand to a site is destroyed 

terminated the internet to a machine inside the 

information centre that either processes the request or 

forwards it.  Clouds are shared environments where 

multiple cloud users utilize the same equipment. 

Cloud user is request the resource from service 

provider.  Multiple cloud users can request number of 

cloud services concurrently. So there must be a 

preparation that all property is made applicable to 

demanding user in powerful manner to delight their 

need.  Cloud networks are shared in a best-effort 

manner making it hard for both users and cloud 

operators to reason about how network resources are 

allocated. 

 

3.1 EXISTING METHODOLOGY 

3.1.1 Combined Multi Hacked Res/Rep 

Management: 
In CCC operates in a large-scale environment 

involving thousands or millions of resources across 

disparate geographically distributed areas, and it is 

also inherently dynamic as entities may enter or leave 

the system and resource utilization and availability 

are continuously changing. This environment makes 

efficient resource management (res Mgt) a non-trivial 

task. Further, due to the autonomous and individual 

characteristics of entities in CCC, different nodes 

provide different quality of service (QoS) in resource 

provision. A node may provide low QoS because of 

system problems or because it is not willing to 

provide high QoS in order to save costs. Relying on a 

distributed hash table overlay (DHT), Harmony 

offers multi-hacked reputation evaluation across 

multiple resources by indexing the resource 

information and the reputation of each type of 

http://en.wikipedia.org/wiki/Remote_computer
http://en.wikipedia.org/wiki/Amazon.com
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resource to the same directory node. In this way, it 

enables nodes to simultaneously access the 

information and reputation of available individual 

resources. 

3.1.2   Multi-QoS-Oriented Resource Selection:  

A single QoS request of customers, Harmony 

allows a client to implement resource selection with 

joint consideration of various QoS requests, such as 

reputation, efficiency, distance, and price, with 

different priorities.  The difficult is how to consider 

different or combined QoS attribute, and a 

customer’s most wanted priority of the attributes in 

provider collection. Harmony solves the problem by 

joining all attribute values and a client’s considered 

attribute priority into an overall QoS metric. 

Similarly, Harmony develops a list of QoS attributes. 

It involves nodes to give evaluations for each QoS 

element and overall QoS for a source package in 

addition to the repute for a server. As the reputation 

response, the QoS ratings are also collected at the 

directory node of the only if resource of the server. 

The overall QoS is actually a result of the joint power 

from the QoS elements. However, it is not easy to 

identify how the changed features impact the overall 

QoS. Harmony depends on a neural network to find 

out the stimulus load of each attribute on the overall 

QoS value, and further considers users’ attribute 

respect priority. A neural network can be used to 

derive meaning from complex data, extract forms and 

detect trends 

 
Figure III: Quality of Services(QoS) attributes 

3.1.3 Price assisted res/rep management: 

 

In a supply matter, a store activist pays a 

resource provider (in the form of virtual credits) for 

its resource. The communications are directed in a 

circulated custom in Harmony. Harmony works an 

exchange perfect for supply communications in store 

allocation and controls the store price to regulator 

each node’s reserve use and standing. It qualifies 

each node to adaptively regulate its supply price to 

make best use of its income and retain an in height 

character although escaping presence encumbered, in 

demand to totally and fairly utilize possessions in the 

system. A worker usually requires the price of its 

resources giving to the reputation value, load, and the 

interest of the resources. Resources with difficult 

reputations, lower loads, and higher demand 

(frequently requested) should have high prices. 

Therefore, in direction to earn more payment, each 

node is interested to afford high QoS to retain high 

reputation, while avoiding being overloaded.  

The price-assisted res/rep controller scheme 

checks sun helpful manners, heartens nodes to 

provide high QoS, and allows nodes to adaptively 

alter their load to offer high QoS. As a result, all 

properties in the system are fully and fairly utilized, 

nodes are not overloaded, and a node’s reputation can 

truly reflect its QoS in offering resources without the 

influence of the overloaded status. To address the 

problem of low reputation for newly joined nodes, 

Harmony assigns the nodes a certain amount of 

starting virtual credits that can be used for building 

initial reputation. 

 

3.2   PROPOSED SYSTEM 

Cloud Broker or their brokers request a service 

anywhere around the world to the Cloud. An 

important notice makes the difference between Cloud 

consumers and users of the deployed cloud services. 

For example, a company deploying a Web 

application can be a consumer that represents 

different workload as per the different number of 

"users" using it. 

 

3.2.1 Dynamic priority scheduling: 

A dynamic scheduling algorithm is proposed 

with dynamic priority for the nodes based on which 

the virtual machines are scheduled.  

It schedules the virtual machines to the nodes 

controlled by upon their arrangement value, which 

varies dynamically based on their load vector. This 

dynamic priority approach leads to better operation of 

the property. Priority of a node is assigned turn to 

upon its space and the load factor. This algorithm 

hammers the true sense of balance among act and 

control effectiveness. 

 

Algorithm scheduling priority 

{ 

Flag=0; 

If(P =/0) 

P1=max available resource node 

If (load vector of P1<0.8) 

Assign VM to P1; 

If (P2 is set AND load vector of P2<0.8 

AND 

Securit

y 
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Swap P1 and P2; 

Assign VM to P2; 

Else if 

P2=P1 

P1=current max available resource node 

Assign VM to P1; 

} 

 

3.2.2 Performance measure: 

Finally we are evaluating the proposed approach 

with the existing approach for the Resource selection. 

Here we analyse and compare the performance 

offered by different configurations of the computing 

cluster. And present the evaluation comparison by the 

parameter metrics such as the viability, from the 

point of view of scalability, execution time, 

performance, and cost. Based on the comparison and 

the results from the experiment show the proposed 

approach works better than the other existing 

systems. 

 

IV. CONCLUSION 
This paper agreements with the theoretical study 

of changed dynamic priority scheduling on load 

factor calculation in cloud location. The detail 

description of the skills is briefed and also reviews 

the advantages with performance and power 

efficiency, optimal time period for select, locate and 

transact the operate of properties  in cloud computing 

location. The improvement process takings home, 

when the subsequent highest priority nodes have been 

famous in resource allocation situation. 

It prevents a particular node from being 

overloaded by considering the load vector. The idle 

nodes are turned off. Hence it is power efficient.In 

Future we would like to develop the performance and 

power efficiency, neural network training. Dynamic 

priority scheduling established organizations takes to 

be used to overcome these productions and we have 

to resolve the ones that are current in the existing 

systems so as to increase security. 
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